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Abstract—Tools and other objects offer agents a range of
potential actions, commonly referred to as affordances. Each
tool is typically designed with a primary purpose in mind -like a
hammer’s function to drive nails. However, tools can also serve
purposes beyond their original design. These alternative uses
represent secondary affordances, extending the tool’s utility
beyond its primary intended function. While prior robotics
research on affordance perception and learning has primarily
focused on primary affordances, our work addresses the less-
explored area of learning secondary tool affordances from
human partners. Using the iCub robot equipped with three
cameras, we observed humans performing actions on twenty
objects using four different tools in ways that deviate from their
primary purposes. For example, the iCub observed humans
using rulers not for measuring but to push, pull, and move
objects. In this setting, we constructed a dataset by taking
pictures of objects before and after each action is executed.
To model secondary affordance learning, we trained three
neural networks (ResNet-18, ResNet-50, and ResNet-101) on
three prediction tasks using these raw images as input: (1)
identifying which tool was used to move an object, (2) predicting
the tool with additional action category information, and (3)
jointly predicting both the tool and action performed. Our
results demonstrate that deep learning architectures enable the
iCub robot to successfully predict secondary tool affordances,
thereby paving the road for human-robot collaborative object
manipulation involving complex affordances. Code and data
from this study are available at https://github.com/
BosongDing/second_affordance.

I. INTRODUCTION

Both humans and animals accomplish tasks by recognizing
the potential actions that tools make possible -these action
possibilities are known as affordances. Tasks that require tool
use can be as simple as foraging for basic survival or as
complex as creating a design for an industrial application
that includes human-robot collaboration [1], [2], [3]. While
tools are generally crafted with a primary function in mind,
they frequently possess the potential for other uses beyond
their original intent. Take a ruler as an example: its primary
use is to measure length, yet it can also serve to push or pull
an object. The first use is an example of the tool’s primary
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affordance, while the second represents one of its secondary
affordances [1].

The concept of affordance has been explored across mul-
tiple fields, such as user interface design, human-computer
interaction, and robotics. However, most of the research has
focused on recognizing and utilizing primary affordances,
especially in the field of robotics [2], [4], [5].

In this study, we address one of the less explored areas
of affordances in robotics, focusing on the ability of a robot
to learn about secondary tool functions through first-person
observation of its human partners. Specifically, we ask the
following research question: How can an iCub robot with
multiple cameras learn the secondary affordances of tools
used by human partners? To explore this, we designed an
interactive experiment to recognize secondary affordances
of tools using image data acquired from the egocentric
perspective of an iCub robot via three cameras before and
after operators act on various objects. It is important to
note that in our study, tools are used by human partners in
ways that go beyond their intended function. For example,
throwability is a primary affordance of a boomerang, but in
our experiments, a boomerang was repurposed to perform
various actions such as pushing and pulling.

We assess the ability of Convolutional Neural Networks
architectures to predict the secondary affordances of tools
across three tasks. The first task involves identifying tools
from raw images of the object captured before and after
performing an action. The second task extends this by includ-
ing information about the action being executed. Finally, the
third task aims to independently predict the tool and action
based solely on the raw images. By comparing these tasks,
we assess how well the robot can learn to predict secondary
affordances of the tools.

Our results show that the models achieve significant accu-
racy (> 90%) while predicting tools and tool-action pairs
across three tasks, thus suggesting that the ResNet-based
architectures, particularly ResNet-50, are well suited to learn
secondary affordances of objects.

This study offers the following contributions. Firstly, we
conducted one of the first studies that use the iCub robot
to understand secondary affordances in human interactions
within a real-world environment. Secondly, we deliver exten-
sive benchmarking results and demonstrate the effectiveness
of neural networks for learning secondary tool affordances.

The structure of this paper is as follows. Section II reviews
the literature on affordance learning in robotics. Section III
details the dataset specifics used in our research. The tasks
we investigate are described in Section IV. Our methods



for developing a secondary affordance learning framework
are explained in Section V. Section VI presents the results.
Section VII summarizes our conclusions and outlines poten-
tial directions for future work. Lastly, Section VIII provides
access to the online GitHub repository to reproduce our
results.

II. RELATED WORK

Tool use is an active area of research in robotics [6], [7].
Due to its broad scope, here, we review the studies on tool
affordance prediction and learning studies in robotics. We
also note that most studies in robotics focus on primary rather
than secondary affordances [2], [8], [9].

Varadarajan and Vince [10] present the extension of affor-
dance computing initiative (AfNet) to robotics applications,
AfRob, to employ vision data to recognize object affor-
dances, such as containability, rollability, grab supportability,
etc. Although the motivation of the study was framed for
social robots in a domestic environment, the authors did
not provide an application for a real robot. Chu et al. [11]
employ a manipulator with RGB-D sensor to detect and rank
objects’ multi-affordances: primary (e.g., grasping a hammer
from handle) and non-primary (e.g., grasping a hammer from
head) affordances of objects. The authors designed a convo-
lutional neural network (CNN) architecture with an RGB-
D data processing pipeline to detect affordances by labeling
each image pixel for different affordance types. Lai et al. [12]
used a deep learning architecture to determine the regions
of the different objects that are functionally the same (i.e.,
functional correspondence problem) in performing a task,
such as the body of a bottle and the front part of a shoe can be
used in a task of pounding. Here, the authors draw parallels
between the secondary affordances of the objects and func-
tional correspondence. To realize their approach, the authors
presented a dataset of RGB images for different objects with
the same affordances (i.e., actions). The CNN architecture
was adopted to detect functionally corresponding points in
images. Do et al. [13] proposed a convolutional network-
based primary affordance and object detection framework.
The results show that the implementation outperforms some
state-of-the-art models on affordance detection tasks using
RGB images from off-the-shelf datasets. The authors provide
a robotic application to offer the same approach that can be
employed on a real robot platform to perform a task that
requires grasping affordances, e.g., pouring a bottle.

Based on the studies introduced above, we conclude that
our work offers the following differences. On the one hand,
unlike existing studies that enable robots to detect object
affordances, our study employs the iCub robot to learn
human secondary affordances using visual data. On the other
hand, we achieve the results in a noisy real-world setting
where the iCub robot is physically co-located with human
partners.

III. DATASET ACQUISITION SETUP AND SPECIFICATIONS

Inthis section, we describe our procedue to collect a
dataset for learning the secondary affordances of objects

from human partners, using the iCub humanoid robot [14].

Our experimental setup consists of the upper body of
an iCub robot that has three color cameras (two Dragonfly
cameras, one in each eye, and an Intel Realsense d435i
camera, placed on the robot’s forhead). Figure 1(a) shows
a photo from one of the experiments in which a right-
handed operator uses a ruler as a tool to perform an action
that is associated with its secondary affordance, i.e. pulling
a wooden cube with a ruler. In this setting, we designed
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(b) Objects
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Fig. 1. The experimental setup (a), where an operator performs a pull
action on a wooden cube with a ruler as a tool, the objects (b) and tools
(c) that were employed to construct the dataset.

experiments in which the iCub robot becomes an action
observer, and four different human partners (i.e., operators)
are assigned to be action performers. To construct the dataset,
we used 20 objects of different material, color, size, shape,
etc.

As shown in Figure 1(a), the operator performs predefined
actions (namely, push, pull, left to right, and right to left) on
each object using a tool. The objects and tools (boomerang,
ruler, slingshot, and spatula) used in this experimental setup
are shown in Figure 1(b), 1(c), respectively. We note that the
operators do not perform primary affordance of the tools. For
example, see Figure 1(a), the operator did not measure the
size of an object with the ruler as a tool; instead, the ruler
was used to perform predefined actions: pulling, pushing,
moving an object from left to right, and moving an object
from right to left.

We captured images using all three cameras to record the
initial and final poses of objects before and after actions
were performed. Figure 2 shows examples of the initial and
final pose of objects manipulated with different tools, as



(a) init: Pear L2R with boomerang (b) end: Pear L2R with boomerang

(c) init: Yogurt R2L with ruler (d) end: Yogurt R2L with ruler

(e) init: Corn push with spatula

(f) end: Corn push with spatula

(g) init: Ketchup pull with slingshot (h) end: Ketchup pull with slingshot

Fig. 2. Demonstration of tool-object interactions showing initial states
(left column) and resulting effects (right column) for various items using
different tools.

observed from the robot’s central camera. In the dataset, each
object was subject to an action using a specific tool, and
this process was repeated 10 times for every combination of
object, action, and tool. After the experiment, we acquired a
total of 3200 samples, each consisting of 6 color images with
a resolution of 640 480 pixels (i.e., each sample one of all
combinations of 20 objects, 4 tools, 4 actions, 10 repetitions,
and consist of initial and final pairs of images for each of
the three cameras).

We note that the robot’s role in this setting is to observe
human partners’ actions using a set of tools. However, the
results presented in this work can be used as a foundation
for employing the iCub robot in a human-robot collaboration
task where the robot actively interacts with the human partner
and performs secondary affordances on the tools.

IV. TASKS

This paper focuses on the following tasks:

A. Tool Recognition

For this task, the model is given an initial image (object
position before manipulation), a final image (object position
after manipulation), and optionally the action label used for

manipulating the object. The objective is to predict the cor-
rect tool. That is, we want the model to identify which tool
was used solely by analyzing the observed transformations
(and possibly the action label). In our experiments, we also
test a setting that removes the explicit action label from the
input (i.e., “tools no actions”), to see how the model performs
without that hint.

B. Action and Tool Recognition

In the second task, the model again receives initial and
final images to predict both the action and the fool that
caused the transition from the initial to the final state of the
object. We consider four distinct actions (push, pull, left-to-
right, right-to-left) and four possible tools (boomerang, ruler,
slingshot, spatula). Hence, the challenge is to simultaneously
identify the correct action and tool combination from 4 4 =
16 possibilities.

V. METHODS

In this section, we describe the pre-processing pipeline
that transforms our raw dataset into suitable input-output
pairs, followed by details on the network architectures used
for learning tool affordances. (Note that we provide links
to our dataset and GitHub repository for reproducibility in
Section VIII, including the scripts, trained models, hyperpa-
rameter configurations, and additional figures.)

A. Data Pre-processing

We collected data using four different tools: boomerang,
ruler, slingshot, and spatula. Together with four actions:
push, pull, left-to-right, and right-to-left. These actions were
applied to a set of 20 objects. Each data sample includes
initial and final RGB images of the object before and after
manipulation, as well as corresponding action and tool labels.
Each image was resized to 128 128 pixels and normalized
before use. The dataset was divided into train, validation,
and test splits in a 6:2:2 ratio, ensuring the splits were based
on unique action-tool repetitions for each object to maintain
consistency.

For tool recognition with actions provided as input,
a one-hot encoding of four actions is fed into the model
together the initial and final images. For the tool recognition
without actions, the action vector is omitted. Finally, for
action and tool recognition, the model receives initial and
final images and produces two distinct predictions, one for
the action and one for the tool.

B. Network Architectures

We use ResNet [15] architectures to learn whether the
observed initial and final images (with optional action en-
coding) correspond to a particular tool or tool-action pair.
Here, we summarize two key architectural choices where C
indicates number of camera input and N denotes the network
type.

1) Baseline (3C-1N, Stacked-channels): We stack the

initial and final images from all three cameras (cen-
ter, left, right) into a single input tensor with 6






